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Abstract: This Research aims to determine the effect of funding liquidity on risk taking behaviour. Sample used was 36 conventional banks listed on Indonesia Stock Exchange in the period 2014-2018. The sampling technique used was purposive sampling and the method analysis was panel data regression. The independent variable are funding liquidity measured by deposits, loan and size, and the control variable are gross domestic product, interest rate and unemployee, and the dependent variable are risk taking behavior. The results showed that deposits and loan has negative effect on risk taking behavior. Size, gross domestic product, interest rate and unemployee has no effect on risk taking behavior. The results of this research are expected to be the reference for companies to see the factors that influence risk taking behavior.
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INTRODUCTION

Banking in Indonesia according to Law No. 10 of 1998 based on its function consists of three types, namely central banks, conventional banks (State-Owned Banks, Private and Islamic Banks), and people's credit banks. The banking sector plays a major role in the
economic progress of a country, its activities provide services to various economic and trade sectors in Indonesia. The function of banking is as a distributor of public finance from several parties who have funds against those who lack funds. In addition, the main source of income for banks is loans that are channeled to the community (Saeed and Rama, 2017).

The fundamental role of banks in the short and long term, forming a bank is indirectly closely related to liquidity (Thai Ha and Quyen, 2018). Liquidity is a measure of the ability of a financial institution to resolve all legal liabilities and is also related to the ability to increase its assets and liabilities unless the risk occurs. According to research conducted by (Abdel, 2017) liquidity risk is the inability of banks to manage potential changes or decreases in funding.

The form of public trust in banking institutions is that the funds owned by the public that are stored or saved at a bank can be withdrawn or disbursed at any time, so the banks must be able to fulfill them. Banks that have low funding liquidity, will influence managers to tend to take higher levels of risk by lowering loan standards (Acharya and Naqvi, 2012). Other research shows that banks take more risk when risk-free interest rates increase because there is greater investment in risk-free bonds, which increases the supply of liquidity on the interbank market and encourages more interbank loans (Khan et al., 2017). Funding liquidity can be measured by the ratio of deposits and loans to banking companies (Thai and Quyen, 2018).

Deposits are funds collected by banks from the public through savings, current accounts, and deposits with the aim of saving funds and receiving interest on these deposits. High deposits indicate that banks have a high source of funding to be channeled back to the public through credit, so that the balance between assets owned by liabilities that must be paid in the form of interest expense, it will not increase bank risk.

Loans are credit given to the community to be used as their capital in opening other businesses or in accordance with the requirements of the conditions set by the bank. There are 5 principles (5C) set by bank managers as provisions in providing credit, namely character, capacity, capital, collateral, and condition. High loan indicates that the greater amount of funds channeled to the debtor will increase the risk of the bank when the debtor is unable to meet the payment of the loan, resulting in bad credit.

Size indicates the size of a bank that is valued based on total assets owned. The larger size takes a smaller risk because the size of the bank increases the stability of the banking institution as confirmed by the results of the higher Z-Score Index (Thai and Quyen, 2018). In addition, there are other variables that affect risk-taking behavior, namely gross domestic product, interest, and unemployed.

Economic growth is measured using gross domestic product (GDP) growth rate (Messai et al., 2015). Based on previous research, the level of development of the gross domestic product will increase risk-taking behavior (Khan et al., 2017). Interest rates include macroeconomic factors that are used to determine the effect of the relationship of funding liquidity to risk-taking behavior (Thai and Quyen, 2018). Interest rates are negatively related to Z-Score or risk-taking behavior (Thai and Quyen, 2018). Based on the results of testing by (Khan et al., 2017) found that unemployees can influence risk-taking behavior. An increase in unemployed will make banks consider their activities carefully.
Restricting the problem. This study has several limitations issues discussed were the following things: (1) Companies are examined in this study is the banking sector listed in Indonesia Stock Exchange during the period 2014-2018. (2) Companies in the Banking Sector published the Annual Financial Statements (Annual Report) complete during the period 2014-2018. (3) Companies in the banking sector have the components required for variables studied were are the deposits, loan, size, gross domestic product, interest rate, and unemployee. (4) The Company did not experience any delisting in the period 2014-2018.

THEORETICAL REVIEW

Risk. Risk, in general, can be explained as an adverse event or deviation from the results obtained from the expected. Banking risk is the risk of bank activity or the risk of assets encountered during bank operations (Thai and Quyen, 2018). Referring to Basel II as the basis for the implementation of risk management for international banks, there are types of bank risk which are categorized as credit risk, market risk and operational risk (Ariefianto and Soepomo, 2013). The revision of Basel II became Basel III when the global financial crisis in 2007-2009 was caused by a lack of capital adequacy, high variations of RWA between banks, leverage very high and liquidity crunch. The application of Basel III contains the minimum liquidity ratio standard requirements and arrangements regarding the ratio leverage. Based on Bank Indonesia Regulation number 11/25/PBI/2009 regarding the Implementation of Risk Management for Commercial Banks, there are eight types of risks faced by commercial banks, namely: credit risk, market risk, liquidity risk, operational risk, legal risk, strategic risk, compliance risk, and reputation risk.

Risk-Taking Behavior Risk. Risk taking behavior based on market size consisting of total risk systematic and unsystematic (Chan et al., 2016). There are several different ways of measuring bank risk in the literature, namely the VaR, ES, and Z-Score methods. Value at Risk (VaR) is a standard risk measurement for bank risk management recommended by Basel II. In addition, expected shortfall (ES) is a better risk measurement than VaR and is recommended in Basel III. However, both VaR and ES only focus on individual institutional risks, and cannot adequately capture systematic risks.

Research conducted by (Ben et al., 2017) in considering bank risk is related to the probability of bank failure by using two proxies namely Non-Performing Loan Ratio (NPL) and Z-Score. Non-Performing Loan Ratio is defined as the proportion of problem loans to gross loans and states the quality of the loan portfolio. The Z-Score Index method developed by (Boyd and Runkle, 1993) is used as an indicator of the probability of bankruptcy and investigates the risk effects of the merger of a parent bank with a non-bank financial company. The Z-Score model used as a proxy for measuring bank risk-taking behavior is the sum of ROA with the ratio of equity to total assets divided by the standard deviation of ROA.

ROA or return on assets is the ratio of the measurement results of net income divided by total assets, E/TA, which is a ratio that measures the large proportion of the company's assets that are charged by own capital from investors and company owners. The standard deviation of ROA shows a gap of a greater gain or loss and a common risk measure or standard deviation (Prasetyo, 2013). The Z-Score measurement results thus show the
probability of a bank far from bankruptcy. Banks are said to be far from insolvency when the Z-Score results in > 0. Higher Z-Score values indicate greater banking stability (Li and Malone, 2016).

Higher Z-Score results indicate that the bank probability of failure is low (Delis et al., 2012). Banks with higher risk-taking thus produce lower Z-Scores less efficient in capital allocation and project financing. Inefficient allocation of capital can result in a decline in the company's financial condition (financial distress) resulting in bankruptcy or liquidation. Financial distress refers to when a borrower (individual or institution) is unable to meet the payment obligations to the Bank as a lender. The need for credit analysis known as 5C (character, capacity, capital, collateral, and condition) in considering decisions on the eligibility of granting credit to borrowers in order to minimize payment failures (Zaki et al., 2011).

**Funding Liquidity.** Funding liquidity is referred to as the ability to collect cash in a short time. Funding liquidity can also be defined as the ease of an institution in obtaining funding (Dahir et al., 2018). Measurement of funding liquidity are deposits and loans whose data can be obtained through annual reports or financial reports in each of the banks that have been published. Another study conducted by (Andreou et al., 2016) empirically investigated the impact of managerial ability on the creation of bank liquidity and risk-taking behavior, the results showed that bank managers with the higher ability create more liquidity and take more risk. When banks have high funding liquidity, they tend to take higher risks, such as increasing the volume of loans by reducing the interest rate on loans (Acharya and Naqvi, 2012).

**Deposits.** The definition of deposits based on the dictionary of Bank Indonesia is deposits which withdrawals can only be done at a certain time based on the agreement of the customer with the bank. Deposits are included in the liability side of a bank balance sheet obtained from a third party funds account (DPK). Third-party funds in conventional banks consist of current accounts, savings, and deposits in the banking financial statements. Requests by depositors for funds that have been saved can occur at unwanted times, that is, when payments for loans given are uncertain by the debtor or low funding liquidity (Cornett et al., 2011). Deposit measurement is the ratio between total customer deposits and total assets (Thai and Quyen, 2018).

Based on a study conducted by (Khan et al., 2017) in measuring deposits with the result that very high savings would encourage managers to take more risks. This is because if there are deposit flows at the incoming bank will increase the risk when the bank is unable to bear the interest expense that must be paid. Because the funds raised have been distributed in the form of credit and the debtor is unable to repay the loan, so the company's funds flow becomes illiquid.

There are other research differences that argue that funding liquidity risk that measures deposits is negatively correlated with bank risk-taking behavior on the Z-Score results (Thai and Quyen, 2018). This explains that if the public savings in the bank are high enough it will produce a high source of funding as well. Owned funds can be channeled to the public in the form of credit so as to create liquidity, the risk-taking of banks is low because banks can pay interest expenses to customers from the acquisition of credit payment funds.
**Loans.** Loans based on the dictionary of Bank Indonesia can be defined as a provision of money by banks that will be given to other parties or lending based on an agreement and oblige the borrower to repay the debt along with interest on the loan within the specified time period. Loans are on the side of the bank's balance sheet assets for which data is obtained in the banking financial statements. Measurement of loans can use the ratio of NPL (Non-Performing Loans), while the measurement of loans in this study is the ratio of total loans and total assets (Thai and Quyen, 2018).

The test results obtained that the ratio of total loans is positively related to Z-Score significantly (Thai Ha and Quyen, 2018). This explains that the higher proportion of loans provided to the public will increase risk. Credit risk will arise when debtors are unable to meet repayments on loans, causing banks to not be able to channel customer funds back on deposits.

Other research results also stated by (Baselga et al., 2015) show a negative correlation between the relative percentage of loans in bank assets and their risks. The relatively greater proportion of loans in bank portfolios, when combined with greater liquidity risk, will result in the inability of banks to reduce liabilities in the near future or to fund increases in the assets side of the balance sheet (Trujillo, 2013).

**Size.** Bank sizes is an important feature of a bank in trying to understand the scale of operations that can help manage risk better. Bank measures analyze the credit market in an effort to understand the effects of financial reforms on competition and risk-taking incentives from banks. Bank size is measured using the natural logarithm of total assets (Chan et al., 2016). Large banks have great potential to diversify and reduce their risk. It may also be more sensitive to market movements than banks that have a small size (Ben-Jabra et al., 2017).

Based on the results of (Williams, 2014) research that size is positively correlated with risk-taking behavior with Z-Score as a measurement tool. Large banks will tend to be aggressive in extending credit to risky customers and channeling large funds over a long period of time, due to the existence of a deposit guarantee by the Indonesia Deposit Insurance Corporation. There is a widespread theory that larger banks tend to be riskier because of moral problems (De Jonghe, 2010).

The size of the bank also has a significant negative impact on capital which indicates that large banks have lower amounts of capital, so large banks take lower risks (Rahman et al., 2015). The results of other studies indicate an inverse U-shape relationship between size and risk-taking behavior. The size of large banks with higher growth, tighter capital requirements and greater transparency of financial statements will take on lower risk (Houston et al., 2010). Very large banks are able to withstand the impact of interest rates on non-performing loans, because non-performing loans may be a result of systemic risk and not higher risk-taking (Delis and Kouretas, 2011).

**Gross Domestic Product.** The results of research by (Messai et al., 2015), show that economic development is known by measuring using Gross Domestic Product (GDP). Measurement of Gross domestic product (GDP) namely the total market value of all final goods and services produced in a country at a time (Alper et al., 2012). According to research by (Al-Harbi, 2017), gross domestic product (GDP) can be defined as a measure
of a country's health and is also used as an indicator of the business cycle. GDP is the main indicator of economic growth that shows the level of productivity of a country (Adeusi et al., 2014).

Based on research explained by (Thai and Quyen, 2018) in Vietnam that the level of GDP growth will increase the risk-taking behavior of banks at a significant level of 1% which means there is a positive relationship between variables. Higher GDP growth driven by high levels of speculative loans funded by banks is more likely to increase bank risk (especially if funded by large short-term foreign debt).

Unlike the results of an investigation stated by (Altunbas et al., 2010) that the GDP variable is negatively related to risk-taking behavior. These results explain that the state of the economy, or gross domestic product, the better will increase net income expected by the bank, thereby reducing the credit risk of loans granted to the public and increase the strength of the bank.

**Interest Rate.** The interest rate deposits banks are affected based on the number of deposits by households and companies as well as the demand for deposits by banks. The existence of demand for deposits by banks shows that there are opportunities for banks to increase loans which can cause an increase in deposit rates to attract new deposits and finance new loans (David et al., 2017). Bank interest can be income for the bank that is obtained from the debtor on the distributed credit, besides that bank interest becomes an expense that must be settled and given to the customer.

Changes in interest rates to bank risk-taking are positively correlated (Altunbas et al., 2010). This explains that the high application of interest rates by Bank Indonesia will increase the credit risk of loans that have not been paid, then the manager takes the decision to reduce lending rates so as to avoid bad credit and does not affect the financial stability of the bank. Low-interest rates will reduce the credit risk of unpaid loans.

Interest rates are negatively related to Z-Score or risk-taking behavior (Thai and Quyen, 2018). The application of low-interest rates will trigger banks to tighten requirements in the demand for credit from the public in order to create liquidity. This means that an environment with low-interest rates increases bank assets that are risk-related and changes the composition of the Eurozone bank portfolio towards risky positions.

**Unemployment.** Unemployment rate can be defined as a mismatch between labor supply to labor demand, as well as the unemployment rate can be seen from the demand side and offerings (Puspadjuita, 2017). On the demand side it can be caused by a lack of aggregate demand, does not require a large number of workers. Meanwhile, the supply side results from imperfections in the labor market. It can be concluded that the lack of information about employment opportunities, which causes a person to takes a long time to get a job, and consequently increase unemployment.

Research by (Thai and Quyen, 2018) found that unemployment had a significant positive correlation between the unemployment rate and bank risk. The rising unemployment rate makes bank managers take the decision to take high risks because bank funding sources from third parties are decreasing and funding liquidity is low. If that happens, the decision made by the manager is to increase deposit rates so that people are interested in depositing funds.
Research conducted by (Bofondi and Ropele, 2011) revealed that an increase in unemployment had a significant negative impact on the quality of loan portfolios for a sample of Italian banks during the 1990-2010 period. A decrease in the unemployment rate indicates the number of opportunities for existing human resources to work or set up businesses to generate income. Setting up a business requires substantial funds so that creditors make loans to banks and banks will provide certain conditions in granting credit to avoid payment defaults. Thus, bank managers take high risk-taking behavior by raising loan rates to reduce the amount of credit given to the public.

Conceptual Framework. Society is in dire need of financial institutions to save funds and borrow funds to meet their needs. Providing sufficient funds for their withdrawal needs at a bank will create high funding liquidity at the bank. The measurement of liquidity in the (Thai and Quyen, 2018) research uses deposits, loans, and size. The relationship of funding liquidity variables to risk-taking behavior can be measured using macroeconomic factors, namely the growth rate of gross domestic product, interest rate, and unemployee (Thai and Quyen, 2018).

Figure 1. Conceptual Framework

Hypothesis Development

The effect of deposits on risk-taking behavior. Based on the assessment produced by (Khan et al., 2017) in measuring deposits that very high deposits will encourage managers to take more risks, meaning that there is a positive correlation between deposits and risk-taking behavior. Other research also states there is a positive relationship between the two variables in the study of (Acharya and Naqvi, 2012), namely deposits high will make managers take high decisions risk-taking behavior. Meanwhile, another study by (Thai and Quyen, 2018) argues differently that funding liquidity risk which measures deposits is negatively correlated with risk-taking behavior bank on Z-Score results. Likewise, research produced by (Anginer et al., 2014) that banks that rely more on deposits will have
lower risks, meaning there is a negative relationship. Based on the above statement, thus formulated the following hypotheses:

**H1:** There is influence between deposits to risk-taking behavior.

**The effect of loans on risk-taking behavior.** The bank provides liquidity to borrowers (loans provided), but the loan includes assets that are relatively illiquid for banks. The ratio of total loans and total assets is positively related to risk-weighted assets (ATMR) which shows that more bank loans are usually riskier (Khan et al., 2017). The same investigation results also stated that the ratio of loans is positively related to Z-Score significantly (Thai and Quyen, 2018). However, other research shows that there is a negative relationship between a high proportion of loans, hence the possibility of a low Z-Score result (Trujillo-Ponce, 2013). The same study was carried out by (Baselga et al., 2015) that there is a negative influence of loans on risk-taking behavior. Based on the above statement, then formulated the following hypotheses:

**H2:** There is influence between loan to risk-taking behavior.

**The effect of size on risk-taking behavior.** Based on the results of research by (Williams, 2014) that size firm is positively correlated risk-taking behavior with the bank with Z-Score as a measurement tool. Large banks take smaller risks because bank size increases banking stability as shown by higher Z-Score results (Thai and Quyen, 2018). In addition, size also has a significant negative impact on capital and on risk, so that large banks take lower risks (Rahman et al., 2015). The results of other studies suggest that there is an inverse U-shape relationship between size and risk-taking behavior. Based on the statement above, the following hypothesis is formulated:

**H3:** There is influence between size to risk-taking behavior.

**The effect of gross domestic product on risk-taking behavior.** Based on research stated by (Thai and Quyen, 2018) in Vietnam that there is a positive relationship between the growth of gross domestic product on risk-taking behavior. Other research also found that growth gross domestic product will increase risk-taking behavior which means there is a positive relationship on both variables (Williams, 2014) and (Anginer et al., 2014). Different study results stated by (Altunbas et al., 2010) and (Agoraki et al., 2011) that the variable gross domestic product is negatively related to risk-taking behavior. Based on the above statement, then formulated the following hypotheses:

**H4:** There is influence between gross domestic product to risk-taking behavior.

**The effect of interest rate of risk-taking behavior.** Changes in interest rates to risk-taking behavior of banks are positively correlated (Altunbas et al., 2010). Low-interest rates will reduce the credit risk of unpaid loans. In addition, other research on interest rates that negatively related to Z-Score or risk-taking behavior (Thai and Quyen, 2018). Another research result stated by (Delis and Kouretas, 2011) that there is a negative correlation between the interest rate and risk-taking behavior in European banks. Based on the statement above, the following hypothesis is formulated:

**H5:** There is influence between interest rate to risk-taking behavior.
**The effect of unemployee on risk-taking behavior.** Another factor that is unemployed is also tested in research to determine the effect of risk-taking behavior bank. The results of the study tested by (Khan et al., 2017) states that unemployees have a direct positive and significant impact on risk-taking behavior. The same research results also found that unemployees are positively related to risk-taking behavior (Thai and Quyen, 2018). Another study conducted by (Bofondi and Ropele, 2011) states that an increase in unemployee has a significant negative impact on the quality of loan portfolios for a sample of Italian banks during the 1990-2010 period. The same study was stated by (Louzis et al., 2012) that unemployees have a negative impact on risk-taking behavior. Based on the statement above, the following hypothesis is formulated:

**H6:** There is influence between unemployee to risk-taking behavior.

**METHODOLOGY**

**Research Design.** The research design used was hypothesis testing, to test the effect of the independent variables namely deposits, loans and size and the effect of control variables namely gross domestic product, interest rate and unemployee on the dependent variable, risk-taking behavior. This study analyzes banking companies listed on the Indonesia Stock Exchange during the period 2014-2018. The analytical method used is panel data regression with a measurement tool used to process data, the Eviews software 9.0.

**Variables and Measurements.** There are independent, control and dependent variables in this study. The independent variables are deposits, loans, and size, the control variables are gross domestic product, interest rate, and unemployee. The dependent variable in research is risk-taking behavior.

**Table 1. Variable Measurement**

<table>
<thead>
<tr>
<th>Variables Type</th>
<th>Variables Name</th>
<th>Variables Measurement</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dependent Variables</td>
<td>Risk Taking Behaviour</td>
<td>Z-Skor = ( \frac{ROA+E/TA}{\sigma ROA} )</td>
<td>(Thai and Quyen, 2018)</td>
</tr>
<tr>
<td>Independent Variables</td>
<td>Deposits</td>
<td>Deposits = ( \frac{Total\ Customer\ Deposits}{Total\ Asset} )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Loan</td>
<td>Loan = ( \frac{Total\ Loan}{Total\ Asset} )</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Size</td>
<td>Bank Size = Logarithma Natural of Total Asset</td>
<td>(Dahir et al., 2018)</td>
</tr>
<tr>
<td>Control Variables</td>
<td>GDP</td>
<td>Gross domestic product</td>
<td>(Thai and Quyen, 2018)</td>
</tr>
<tr>
<td></td>
<td>Interest</td>
<td>Interest rate</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Unemployee</td>
<td>Unemployment rate</td>
<td></td>
</tr>
</tbody>
</table>

**Data Collection Methods.** The data used in this study are secondary data. Research data obtained indirectly or from sources that have been published by companies online through the website. Sources of data in this study were obtained from the Indonesia Stock Exchange website (www.idx.co.id), the website of the Central Statistics Agency.
(www.bps.go.id) and the website of Bank Indonesia (www.bi.go.id). Research data consisted of banking companies during the 2014-2018 period.

**Sampling Method.** The procedure used in this study is by purposive sampling which is a sample of companies in the banking sector that has met certain criteria. Some of the criteria are as follows: (1) Companies included in the Conventional Bank sector. (2) Banking companies that have been listed on the Indonesia Stock Exchange for the period of 2014 - 2018. (3) The company did not experience delisting during 2014-2018. (4) The company has the components needed for the research variable are deposits, loans, and total asset.

<table>
<thead>
<tr>
<th>Explanation</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Banking companies that have been listed on the Indonesia Stock Exchange for the period of 2014 - 2018.</td>
<td>45</td>
</tr>
<tr>
<td>Banking companies included in Syariah Banks</td>
<td>(3)</td>
</tr>
<tr>
<td>Banking companies included in Regional Development Banks</td>
<td>(3)</td>
</tr>
<tr>
<td>Banking companies have been delisted</td>
<td>(3)</td>
</tr>
<tr>
<td><strong>Total Sample</strong></td>
<td><strong>36</strong></td>
</tr>
<tr>
<td><strong>Total Observations (5 year x 36 banks)</strong></td>
<td><strong>180</strong></td>
</tr>
</tbody>
</table>

**THE RESULTS OF STATISTICAL TESTS**

**Data Testing Methods.** There are three models for testing panel data regression analysis, namely the models common effect, fixed effect, and random effect. In determining the selection of the right model to be interpreted, two testing steps are carried out namely the Chow Test and the Hausman Test.

**Chow Test.** Test Chow Test namely testing to see a more appropriate model between common effects or fixed effects to use. Following are the processed results with Eviews software 9.0 from the Chow Test:

<table>
<thead>
<tr>
<th>Variables</th>
<th>Chi-square</th>
<th>Prob</th>
<th>Decision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Risk Taking Behaviour</td>
<td>531.108801</td>
<td>0.0000</td>
<td>$H_0$ is rejected, the fixed effect chosen</td>
</tr>
</tbody>
</table>

Source: panel data regression E-views 9.0

Based on table 3 of the Chow Test results, the results show that the cross-section probability value Chi-Square of 0.0000 < $\alpha$ 0.05, then the decision obtained by the $H_0$ is rejected so that the model used is the fixed effect.
**Hausman Test.** After completing the chow test and the right model is a fixed effect, the next step is to test which model fixed effect or random effect is the most appropriate. Here are processed with software Eviews 9.0 of Test Hausman:

<table>
<thead>
<tr>
<th>Variables</th>
<th>Chi-square</th>
<th>Prob</th>
<th>Decision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Risk Taking Behaviour</td>
<td>0.000000</td>
<td>1.0000</td>
<td>$H_0$ accepted, the random effect selected</td>
</tr>
</tbody>
</table>

Source: panel data regression E-views 9.0

Based on table 4 the results of Test Hausman, the results showed that the probability of a cross-section Statistic of 1.0000 > $\alpha$ 0.05, then a decision that can be obtained by $H_0$ is accepted that the model used is the random effect the model.

**F Test.** This test aims to see the effect of independent variables and control variables in the tested model on the dependent variable. If the sig of $F < 0.05$ Ho is rejected, it means that the independent and control variables have an influence on the dependent variable, so that the regression model is feasible to use and vice versa. The following are the results of the processing with Eview software 9.0 from the results of the F Test:

<table>
<thead>
<tr>
<th>Variables</th>
<th>Chi-square</th>
<th>Prob</th>
<th>Decision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Risk Taking Behaviour</td>
<td>18.35249</td>
<td>0.000000</td>
<td>Tolak $H_0$</td>
</tr>
</tbody>
</table>

Source: panel data regression E-views 9.0

Based on the F test results in table 5, it appears that the F-statistic probability produces a value of $0.000000 < 0.05$. Thus the results of the analysis in this study shows that jointly independent variable determinant is deposits, loans, and size, and the control variable is gross domestic product, interest rate and unemployee influence on risk-taking behavior so that decent regression model used in this study.

**Goodness Test of Fit (Adjusted $R^2$).** This test aims to predict how much the contribution of the influence of independent variables and control variables on the dependent variable with the terms of the F test results in the analysis regression is significant. Following are the processed results with Eviews software 9.0 from the test results Goodness of Fit:

<table>
<thead>
<tr>
<th>Variables</th>
<th>$R^2$</th>
<th>Adjusted $R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Risk Taking Behaviour</td>
<td>0.388941</td>
<td>0.367748</td>
</tr>
</tbody>
</table>

Source: panel data regression E-views 9.0

Based on the results of the Goodness Test of fit in table 6, the adjusted r-square value of 0.367748 is obtained. This means that the independent variables namely deposits, loans,
and size, as well as the control variables namely gross domestic product, interest rate, and unemployee, are able to explain variations of risk-taking behavior of 36.7748% and the remaining 63.2252% explain that risk-taking behavior can be influenced by other factors not included in the model. So there is a weak relationship between deposits, loans, size, gross domestic product, interest rate, and unemployee to risk-taking behavior.

**Data Analysis Method.** The data analysis method used in this study is panel data regression, aimed at measuring and testing the effect of independent variables namely deposits, loans and size, and the influence of control variables namely gross domestic product, interest rate and unemployee on the dependent variable, risk-taking behavior in banking companies listed on the Indonesia Stock Exchange in the period 2014-2018. The regression model of this research was formulated as follows:

\[
Z - \text{Skor}_{it} = \beta_0 + \beta_1 \text{Deposits}_{it} + \beta_2 \text{Loan}_{it} + \beta_3 \text{Size}_{it} + \mu_t \quad \text{................................................} (1)
\]

\[
Z - \text{Skor}_{it} = \beta_0 + \beta_1 \text{Deposits}_{it} + \beta_2 \text{Loan}_{it} + \beta_3 \text{Size}_{it} + \beta_4 \text{GDP}_{it} + \\
\beta_5 \text{Interest}_{it} + \beta_6 \text{Unemployee}_{it} + \mu_t \quad \text{................................................} (2)
\]

Information:
- Z-Skor\(_{it}\) = Risk Taking Behaviour
- Deposits\(_{it}\) = Deposits
- Loan\(_{it}\) = Loan
- Size\(_{it}\) = Size
- GDP\(_{it}\) = Gross Domestic Product
- Interest\(_{it}\) = Interest rate
- Unemployee\(_{it}\) = Unemployee
- \(\epsilon_{it}\) = error term

**DISCUSSION**

**Statistics Descriptive Results**
Following statistical descriptive results of the research variables used:

**Table 7.** Descriptive Statistics

<table>
<thead>
<tr>
<th>Variables</th>
<th>N</th>
<th>Mean</th>
<th>Min.</th>
<th>Max.</th>
<th>Std. Dev</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z-Skor</td>
<td>180</td>
<td>24.40914</td>
<td>0.885100</td>
<td>125.9035</td>
<td>22.15351</td>
</tr>
<tr>
<td>Deposits</td>
<td>180</td>
<td>0.751033</td>
<td>0.519400</td>
<td>0.889800</td>
<td>0.068900</td>
</tr>
<tr>
<td>Loan</td>
<td>180</td>
<td>0.650412</td>
<td>0.401200</td>
<td>0.869500</td>
<td>0.090464</td>
</tr>
<tr>
<td>Size</td>
<td>180</td>
<td>13.50213</td>
<td>11.82260</td>
<td>15.11290</td>
<td>0.814419</td>
</tr>
<tr>
<td>Gross Domestic Product</td>
<td>180</td>
<td>0.050320</td>
<td>0.048800</td>
<td>0.051700</td>
<td>0.000942</td>
</tr>
<tr>
<td>Interest Rate</td>
<td>180</td>
<td>0.060500</td>
<td>0.042500</td>
<td>0.077500</td>
<td>0.014128</td>
</tr>
<tr>
<td>Unemployee</td>
<td>180</td>
<td>0.057140</td>
<td>0.053400</td>
<td>0.061800</td>
<td>0.003057</td>
</tr>
</tbody>
</table>

Source: panel data regression E-views 9.0

**Data analysis**
**Multiple Linier Regression.** The analytical method used in this study is multiple linier regression with the aim to determine the funding liquidity that influence deposits, loan, size, gross domestic product, interest rate, and unemployee to risk taking behaviour. The regression model used in this study is as follows:

\[
Z\text{-Skor} = -15.17911 - 108.0349\text{Deposits} - 49.47189\text{Loan} - 1.271996\text{Size} + 2116.259\text{GDP} - 111.9503\text{Interest} + 1231.372\text{Unemployee}
\]

**Hypothesis (T) Test.** Test (T) aims to test the regression coefficients of each independent variable and control variables on the dependent variable. And to find out how much influence between deposits, loans, size, gross domestic product, interest rate, and unemployee on risk-taking behavior in banks with Z-Score measurement. If sig t < 0.05 then \(H_0\) is rejected, meaning that the independent variables and control variables have an influence on the dependent variable and vice versa. The following shows the results of the (T) test of each variable used in the study:

<table>
<thead>
<tr>
<th>Independent Variables</th>
<th>Dependent Variables</th>
<th>Probability</th>
<th>Conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constanta</td>
<td>-15.17911</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deposits</td>
<td>-108.0349</td>
<td>0.0000</td>
<td>Significant</td>
</tr>
<tr>
<td>Loan</td>
<td>-49.47189</td>
<td>0.0000</td>
<td>Significant</td>
</tr>
<tr>
<td>Size</td>
<td>-1.271996</td>
<td>0.7330</td>
<td>Not Significant</td>
</tr>
<tr>
<td>GDP</td>
<td>2116.259</td>
<td>0.6010</td>
<td>Not Significant</td>
</tr>
<tr>
<td>Interest rate</td>
<td>-111.9503</td>
<td>0.3948</td>
<td>Not Significant</td>
</tr>
<tr>
<td>Unemployee</td>
<td>1231.372</td>
<td>0.4516</td>
<td>Not Significant</td>
</tr>
</tbody>
</table>

Based on the results of the (T) test in table 8, it can be interpreted the effect of each independent variable on the dependent variable as follows:

1. **Deposits** produce a probability value of 0.0000 < \(\alpha\) 0.05 so that it can be concluded that significant. The magnitude of the coefficient value is -108.0349. The results of the regression test in the study state that there is a negative influence between deposits on risk-taking behavior in conventional banking companies in Indonesia. This result is in line with research conducted by (Thai and Quyen, 2018) which states that deposits have a negative influence on risk-taking behavior using Z-Score measurements. This explains that if the public savings in the bank are high enough it will produce a high source of funding as well. Owned funds can be channeled to the public in the form of credit so as to create liquidity, the risk-taking of banks is low because banks can pay interest expenses to customers from the acquisition of credit payment funds. The same study also by (Anginer et al., 2014) that deposits negatively affect risk-taking behavior. However, it is different from the study stated by (Acharya and Naqvi, 2012) and (Khan et al., 2017) found that there is a positive influence between deposits on risk-taking behavior with Z-Score measurement.
(2) Loan produces a probability value of 0.0000 < α 0.05 so that it can be concluded that it is significant. The magnitude of the coefficient value of -49.47189. The results of the regression test in the study stated that there is a negative influence between loans on risk-taking behavior in conventional banking companies in Indonesia. These results are in line with research by (Trujillo, 2013) and (Baselga et al., 2015) that loans have a negative influence on risk-taking behavior. This explains that a relatively large proportion of loans channeled to the public will reduce risk-taking behavior in banks when bank managers are able to properly evaluate lending. Evaluate lending by reconsidering decisions in granting loans relating to the 5C principle (character, capacity, capital, collateral and condition). Therefore, there is no risk of bad credit because the debtor is able to meet the payment of the loan. In contrast to the results of research conducted by (Thai and Quyen, 2018), (Cornett et al., 2011), and (Khan et al., 2017) states that loans have a positive influence on risk-taking behavior bank by measuring the Z-Score.

(3) Size produces a probability value of 0.7330 > α 0.05 so that it is concluded that it is not significant. The results of the regression test in the study state that there is no influence between the size of the bank on risk-taking behavior in conventional banking companies in Indonesia. This is in line with the results of the study stated by (Bertay et al., 2013) that there is no relationship between bank size and risk-taking behavior. Difficult to identify the threshold size of a bank properly so that it cannot apply size restrictions on each bank. Another study by (Bhagat et al., 2015), also states that there is no size effect on risk-taking behavior. This means that controlling bank risk-taking does not refer to the size of the bank but focus on capital requirements and leverage. However, the results of this study differ in the study stated by (Williams, 2014), (Leaven et al., 2014) and (Baselga et al., 2015) that bank size has a positive influence on risk-taking behavior. Other research shows a negative relationship between bank size and risk-taking behavior by (Rahman et al., 2015) and (Houston et al., 2010).

(4) Gross Domestic Product (GDP) produces a probability value of 0.6010 > α 0.05 so that it is concluded as insignificant. The results of the regression test in the study state that there is no influence between Gross Domestic Product on risk-taking behavior in conventional banking companies in Indonesia. This is in line with research by (Behr et al., 2010) that gross domestic product has no effect on risk-taking behavior. The increase in gross domestic product shows the economy and high public income, but this will make depositors prefer investment other than in banks because they expect greater returns such as in the property and stock sectors. In addition, from the debtor's side, they will make loans originating from foreign countries due to lower loan interest. However, these results are not in line with research conducted by (Thai and Quyen, 2018), (Williams, 2014), and (Anginer et al., 2014) which states that gross domestic product has a positive influence on bank risk-taking behavior that uses Z-Score measurements. However, different results from studies by (Altunbas et al., 2010) and (Agoraki et al., 2011) that gross domestic product has a negative influence on risk-taking behavior.

(5) Interest rate produces a probability value of 0.3948 > α 0.05 so that it is concluded that it is not significant. The results of the regression test in the study state that there is no influence between the interest rate on the risk-taking behavior of conventional banking companies in Indonesia. These results are in line with research conducted by (Tabak et al., 2010) and (Agoraki et al., 2011) that there is no influence on the interest rate on risk-taking behavior. The interest rate has no effect on risk-taking behavior based on the high Z-score.
index of each bank, indicating that the bank is far from insolvency. So that changes in interest rates by the Central Bank will not be so influential for banks because managers who are able to manage the funds raised and funds channeled to the public so that there are no significant changes in deposit or loan interest rates, there is no risk-taking for banks. The need for efficient bank supervision to avoid loan and deposit shocks (Tabak et al., 2010). However, these results are not in line with research conducted by Altunbas et al. (2010) that the effect of interest rates positively on risk-taking behavior. Unlike the case with research conducted by (Thai and Quyen (2018), (Agur and Demertzis, 2012), (Baselga-Pascual et al., 2015), and Delis and Kouretas (2011) that interest rates have a negative influence on risk-taking behavior. (6) Unemployee produces a probability value of 0.4516 > α 0.05 so that it can be concluded that it is not significant. The results of regression tests in the study stated that there was no influence between unemployee on risk-taking behavior in conventional banking companies in Indonesia. This is in line with the research stated by (Baselga et al., 2015) that unemployees do not have an influence on risk-taking behavior. When someone who has just been laid off or is in a position of unemployment results in reduced income he has, so there is no courage in making loans to banks because they do not have collateral if the debtor is no longer able to meet payments on interest on the loan or the loan principal. Then, there is no effect of unemployee on risk-taking behavior in banks. Different results with research by (Thai and Quyen, 2018) and (Khan et al., 2010) that unemployees are positively correlated with risk-taking behavior. However, other research states there is a negative influence between the unemployment rate on bank risk-taking (Bofondi and Ropele, 2011) and (Louzis et al., 2012).

CONCLUSION

Managerial Implications. Based on the above conclusion, the results of this study provide managerial implications that can be used in business practices for several parties, among others:

Companies. For financial managers in making bank risk decision making, it is better to consider the influence internally and externally of banks by (1) raising funds from third parties to create high liquidity. (2) pay attention to loan requirements given to creditors to avoid bad credit. (3) managers should always review the interest rates set by Bank Indonesia regarding the interest rates on deposits and loans at each bank to avoid liquidity risk. (4) testing the z-score index in order to find out whether the bank is in a state far from insolvency or not, so that it optimizes costs to cover shortages, and takes restructuring measures to reduce debt and interest expenses.

Investors. For investors before deciding on investments or making loans at a bank, it is better to pay attention to the bank's capital adequacy, bank liquidity, deposit, and loan interest rates by looking at banking financial statement data and also measuring z-score indexes to see the results of banks at the good condition. When customers will deposit their funds will get high bank interest services and when making loans to banks will pay relatively small loan interest.

Conclusion. This study aims to identify and examine the influence of the independent variable determinant is deposits, loan, size, gross domestic product, interest rate, and
unemployee on the dependent variable is risk taking behaviour. This study uses 36 commercial banks listed on the Indonesia Stock Exchange in the period 2014-2018. Based on the analysis and discussion that has been done, it can be summed up as follows: (1) Deposits has a negative impact on risk taking behaviour. (2) Loan has a negative impact on risk taking behaviour. (3) Size has no effect on risk taking behaviour. (4) Gross domestic product has no effect on risk taking behaviour. (5) Interest rate has no effect on risk taking behaviour. (6) Unemployee has no effect on risk taking behaviour.

Research Limitations. Based on the results of research conducted, this study still has research limitations, namely: (1) Limited research period, namely only 2014-2018. (2) The sample used was only conventional banking companies listed on the Indonesia Stock Exchange as many as 36 companies. (3) The variables used in this study are limited, namely using variables deposits, loan, size, gross domestic product, interest rate, and unemployee to determine the effect on risk taking behavior.

Suggestions. Based on the conclusions and limitations of the research results that have been put forward, the suggestions that can be given to further researchers are as follows: (1) Future studies are expected to not only use Conventional Bank samples but add to all bank samples in Indonesia including Sharia Banks and Regional Banks. (2) Adding other independent variables to measure bank risk taking behavior such as cost efficiency, market power (Ishaq, Z., 2012). Loan to deposit ratio (LDR), inflation rate (Dahir et al., 2017). Return on assets, equity (Khan et al., 2017).
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